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Abstract—Access to dental care in the Philippines is limited 
due to high and inconsistent costs, creating a need for affordable 
solutions. This study presents "MouthCare," an AI-powered 
mobile app for detecting cavities, calculus, and gingivitis using an 
optimized DenseNet-121 deep learning model. Through transfer 
learning, fine-tuning, and TensorFlow Lite, the model is efficiently 
deployed on mobile devices, overcoming challenges of overfitting 
and computational constraints. It achieved a 99.50% accuracy, a 
99.97% AUC, and a 3.40-second latency, demonstrating its 
potential for real-time use. The model’s implementation on 
Android devices offers a scalable approach to improving oral 
healthcare accessibility in the Philippines. Future work should 
expand the dataset to include more oral diseases, improving the 
model’s generalizability and clinical impact. 
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I. INTRODUCTION  
In 2023, approximately 22.4% of Filipinos, equating to 

around 25.24 million individuals, lived below the poverty line, 
with a family of five needing a minimum monthly income of 
PhP13,797 to meet basic needs. Compounding this economic 
hardship is the widespread prevalence of oral health issues, 
which affect about 87% of the population. Tooth decay and gum 
diseases are rampant, and eight out of ten Filipino children suffer 
from childhood caries. The Department of Health has identified 
dental caries as a "silent epidemic," impacting up to 73 million 
Filipinos [1][2]. 

Despite the severity of this public health crisis, access to 
dental care remains limited, largely due to the prohibitive costs 
and uneven distribution of dental services across different 
regions in the Philippines. This lack of access underscores the 
need for more affordable and scalable solutions to improve oral 
health and overall quality of life. 

At the same time, the Philippines has seen a dramatic rise in 
digital connectivity. By 2024, there were approximately 86.75 
million active social media accounts and 69 million Filipinos 
with internet access, making online platforms increasingly 
integral to daily life [3][4]. The COVID-19 pandemic further 
accelerated the adoption of telehealth services and mobile health 
applications, enabling remote access to healthcare and goods 

[5]. These trends suggest a growing opportunity for leveraging 
mobile technologies to address pressing healthcare challenges, 
such as oral health care, in resource-constrained settings. 

Recent advances in artificial intelligence (AI), particularly 
deep neural networks, have transformed medical diagnostics, 
offering new possibilities for disease detection and 
classification. AI-based models have demonstrated strong 
performance in detecting conditions such as breast cancer, brain 
tumors, and glaucoma [6][7][8]. However, the application of AI 
to oral health—specifically through widely accessible 
technologies like mobile phone cameras—remains 
underexplored [9]. Most existing diagnostic tools rely on clinical 
imaging techniques such as X-rays, which are not feasible for 
widespread use in non-clinical settings. 

DenseNet-121, a deep learning model known for its efficient 
use of parameters and feature reuse, has shown promise in 
various medical imaging tasks [10][11]. However, its 
computational complexity poses challenges for deployment on 
resource-constrained devices like smartphones [12]. To address 
these limitations, there is a need to adapt this architecture for 
efficient, real-time use in mobile health applications, 
specifically for oral disease detection. 

In contrast to existing models that rely on clinical imaging 
tools such as X-rays, the proposed AI model is uniquely adapted 
for real-time detection of oral diseases using smartphone 
cameras. By optimizing DenseNet-121 with TensorFlow Lite 
and employing transfer learning techniques, this study 
contributes a highly scalable, resource-efficient solution suitable 
for deployment on mobile devices. This allows the model to 
function effectively even on lower-spec devices, making it 
accessible to a broader population in resource-constrained 
environments, such as rural areas in the Philippines. 

II. RELATED WORKS 

A. AI and Mobile Health Adoption in the Philippines 
The rapid increase in digital connectivity in the Philippines 

has fostered the adoption of mobile and online applications for 
various services, including healthcare. By early 2024, mobile 
wallets like GCash and Maya had achieved 94% adoption 
among Filipinos, demonstrating a growing trust in digital 
financial services [13]. This trend reflects a broader shift 
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towards mobile solutions in daily life, accelerated by the 
COVID-19 pandemic, which saw millions of Filipinos transition 
to online banking, e-commerce, and telemedicine services [14]. 

Telemedicine, in particular, experienced a surge in adoption 
during the pandemic, with both private and public sectors 
working to integrate digital health solutions into the healthcare 
system. Legislative measures, such as the proposed E-Health 
and Telemedicine Development Act, aim to create a supportive 
framework for expanding digital healthcare services to 
underserved communities [15][16]. These developments 
highlight the increasing reliance on mobile platforms for 
healthcare delivery, paving the way for innovations like 
MouthCare, which capitalizes on this digital infrastructure to 
address oral health challenges. 

B. AI for Dental Imaging and Oral Disease Detection  
Recent advancements in AI have significantly improved the 

automation of dental condition detection from clinical images. 
Chen et al. [17] utilized the YOLOv7 architecture to achieve 
high accuracy in tooth detection, while Al-Ghamdi et al. [18] 
developed a multitask convolutional neural network to classify 
X-ray images into dental categories with greater than 96% 
accuracy. Other studies, such as those by Zhang et al. [19], 
introduced dental radiograph datasets specifically for pediatric 
caries segmentation, demonstrating the efficacy of AI in 
complex dental diagnostics. 

However, the majority of these studies rely on clinical 
imaging methods like X-rays, which require specialized 
equipment, making them impractical for regular use in non-
clinical environments. For instance, Chen et al. [17] and Al-
Ghamdi et al. [18] both employed X-rays in their models, 
limiting their applicability to clinical settings. While these 
models excel in controlled environments, their complexity and 
resource requirements restrict their accessibility for routine, 
widespread use, especially in developing regions where access 
to such technology is limited. 

In contrast, research on AI models using smartphone 
cameras for oral disease detection is still emerging. Thanh et al. 
[20] evaluated a smartphone-based diagnostic tool for detecting 
smooth surface caries, while Birur et al. [21] validated a CNN-
enabled mobile health device for frontline health workers to 
screen for oral lesions in low-resource settings. These studies 
demonstrate the potential for mobile-based AI solutions, but 
further refinement and optimization are necessary to make these 
tools more accessible, particularly in resource-constrained 
environments. 

C. Mobile-Based AI for Oral Health Applications 
The use of mobile phone cameras for health diagnostics has 

shown promise in detecting a range of diseases, but its 
application in oral health is still underexplored. Lin et al. [22] 
leveraged smartphone cameras and deep learning to detect oral 
cancer, significantly improving diagnostic accuracy. Shafi et al. 
[23] introduced an IoT-based healthcare model designed to 
eliminate the need for in-person visits, combining deep learning 
techniques with mobile applications to screen for diseases in 
post-COVID-19 scenarios. 

 In the field of dental health, Shariff et al. [24] introduced 
DentMA, a mobile application for caries screening using deep 

learning, which demonstrated strong performance in detecting 
various types of caries. However, these applications have yet to 
fully address the challenge of balancing computational demands 
with the limited processing power of mobile devices. 

This study seeks to fill this gap by optimizing the DenseNet-
121 model for mobile use, integrating transfer learning, fine-
tuning and TensorFlow Lite to reduce the model’s complexity 
while maintaining high accuracy in oral disease classification. 
By focusing on smartphone-based imaging, MouthCare 
provides an innovative solution for early detection of cavities, 
calculus, and gingivitis in a resource-efficient manner, bridging 
the gap between clinical-grade diagnostics and accessible 
mobile health solutions. 

III. MATERIALS AND METHODS 
A. Data Set 

The dataset comprises 991 dental images categorized into 
110 images of calculus, 215 images of cavities from Park et al. 
(2023), and 666 images of gingivitis sourced from Sajid S. on 
Kaggle (2024). All images are stored in RGB format. 

B.  Data Splitting 

The dataset was divided into 70% training, 20% validation, 
and 10% testing subsets. Specifically, 695 images were used for 
training, 198 images for validation, and 98 images for testing. 
This split ensures that the model generalizes well to unseen data 
during testing and avoids overfitting. 

The test set was withheld during the training process and was 
only used after the model was fully trained to evaluate its real-
world performance. This ensures that no data leakage occurred 
between the training and testing phases. 

C. Pre-processing and Data Augmentation 

Images were resized to 224x224 pixels, with black padding 
added to emphasize the region of interest. The Keras 
ImageDataGenerator was employed for data augmentation, 
applying rotations, shifts, shears, zooms, flips, brightness 
adjustments, fill-mode, and channel shifts to enhance dataset 
diversity. 

D. Model Architecture and Parameters  

The DenseNet-121 architecture employed in this study 
consists of four dense blocks, with a total of 121 layers, 
including convolutional and pooling layers. The model was pre-
trained on the ImageNet dataset, and transfer learning was 
applied, fine-tuning the first to fourth blocks to improve the 
model's performance on dental images. The original top layers 
were replaced with a custom architecture optimized for oral 
disease classification. This included a global average pooling 
layer, followed by two dense layers with 1026 and 512 neurons, 
incorporating dropout (0.3) and L2 regularization (0.003) to 
prevent overfitting. 

The final layer was a softmax activation function for 
classifying input images into cavities, calculus, or gingivitis. 
The custom architecture reduced overfitting while improving 
generalizability for the mobile-based oral disease detection. The 
framework of the study is detailed in Fig 1. 
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Fig. 1. Conceptual framework of the study 

E. Training Parameters 

Listed in Table 1 is the hyper parameters utilized to train the 
model. 

Table 1. Model’s Training Parameters 

Parameters Value 

Learning Rate 0.001 

Optimizer Adam 

Batch Size 16 

Number of Epochs 30 

Loss Function Categorical Cross-Entropy 

Dropout Rate 0.3 

L2 Regularization 0.003 

Early stopping, learning rate scheduler and a reduced 
learning rate on plateau were employed to prevent overfitting. 

F. Mobile Deployment 

The trained and improved DenseNet-121 model was 
converted to TensorFlow Lite (TFLite) for efficient deployment 
on mobile devices, optimized for resource-constrained 
environments. 

G. Evaluation Metrics 

The model’s performance was assessed using various 
metrics: 

Accuracy measures the ratio of correctly predicted instances 
to the total instances. 

Accuracy = (TP + TN)/(TP + FN + TN + FP)  (1) 

Precision shows the ratio of correctly predicted positive 
observations to the total predicted positives.  

   Precision = TP/(TP + FP)                  (2) 

Recall measures the ratio of correctly predicted positive 
observations to all observation in the actual class. 

          Recall = TP/(TP + FN)   (3) 

The F1 score is the harmonic mean of precision and recall, 
useful for measuring the balance between them. 

  F1 Score = 2x Precision x Recall
Precision+ Recall           (4) 

Macro AUC is the average area under the curve scores for 
each class, treating all classes equally. It is suitable for multi-
class classification problems, especially when classes are 
imbalanced.  

     Macro_AUC = (1 / C) * Σ (AUC_i) (for i = 1 to C)    (5) 

Latency refers to the time taken to complete a task, 
calculated as total operations divided by operations per second.  

     Latency = total operations/operations per second     (6) 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 
The optimized DenseNet-121 model demonstrated strong 

performance in classifying the three oral diseases including 
cavities, calculus, and gingivitis based on dental image. The 
performance evaluation of the model was carried out using 
multiple metrics, including accuracy, precision, recall, F1-score, 
AUC (Area Under the Curve), and latency, as well as an analysis 
of its deployment on different mobile devices. 

The proposed AI model enhances traditional dental detection 
models by integrating transfer learning, fine-tuning and 
TensorFlow Lite to achieve high accuracy while reducing 
computational complexity for mobile use. This allows for more 
accurate identification of cavities, calculus, and gingivitis in a 
shorter processing time compared to existing AI-based dental 
diagnostics. Furthermore, the DenseNet-121 architecture, 
optimized for oral image analysis, significantly improves 
detection accuracy over previous approaches. For instance, 
while models like ResNet34 with transfer learning reported an 
accuracy of 81.82% for detecting calculus and inflammation, 
and MobileNetV3-Small achieved only 72.73% accuracy in a 
similar task by Garg et al. [27], the optimized DenseNet-121 
model in this study achieves an overall accuracy of 99.50%. 

Moreover, the integration of global average pooling, 
dropout, and L2 regularization in the custom top layers of 
DenseNet-121 eliminated the overfitting while maintaining high 
classification performance. In comparison, Liu et al. [28], 
employed a Mask R-CNN model for dental conditions such as 
decayed teeth, dental plaque, fluorosis, and periodontal disease, 
achieving 90.00% accuracy, which is substantially lower than 
the results achieved by the optimized DenseNet-121 model for 
cavities, calculus, and gingivitis.  

Table 2 summarizes the performance of the optimized 
DenseNet-121 model in this study compared to other models in 
the literature. 
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Table 2. Comparison of Dental AI Models 
Author(s) Year Model Oral 

Conditions 
Detected 

Accuracy 

Liu et al., 2019 Mask R-
CNN 

decayed tooth, 
dental plaque, 
uorosis, and 
periodontal 

disease 

90.00 % 

Garg et 
al., 

2023 Transfer 
learning + 
ResNet 34 

Calculus and 
Inflammation 

81.82 % 

Garg et 
al., 

2023 Transfer 
learning + 

MobileNetV
3-Small 

Calculus and 
Inflammation 

72.73 % 

This 
study 

2024 DenseNet-
121 + Fine-
Tuning + 
Transfer 
Learning 

Calculus, 
Cavities, 
Gingivitis 

99.50 % 

This improvement in accuracy can be attributed to the  
region of interest done in pre-processing stage and the  dense 
connectivity within the DenseNet-121 architecture, which 
promotes feature reuse, allowing the model to extract more 
robust representations from oral images. The use of TensorFlow 
Lite further enhances the model's practical applicability by 
optimizing it for resource-constrained environments, such as 
mobile devices. 

The performance of the DenseNet-121 model across all 
classes of oral diseases is presented in Table 3. The model 
achieved an overall accuracy of 99.50%, which far exceeds that 
of previous models mentioned. The precision and recall were 
both 99.00%, with an F1-score of 99.00%. The AUC was 
99.97%, indicating near-perfect classification capability even in 
the presence of imbalanced dataset. The latency of 3.40 seconds 
suggests that the model is well-suited for real-time classification 
on mobile devices. 

Table 3. Performance of optimized DenseNet-121 model 

Metrics Result 

Accuracy 99. 50 % 

Precision 99.00 % 

Recall 99.00 % 

F1 Score 99.00 % 

AUC 99.97 % 

Latency 3.40 seconds 

 

The breakdown of the model’s performance across the three 
oral disease categories—calculus, cavities, and gingivitis—is 
shown in Table 4. The model excelled in detecting gingivitis, 
achieving perfect precision, recall, and F1-score of 100%. For 
calculus and cavities, the model performed well with 99.00% in 
precision, recall, and F1-score, respectively. 

 

Table 4. Class-Specific Performance 

Oral Disease Precision Recall F1-Score 
Calculus 98.00% 98.00% 98.00% 

Cavities 99.00% 99.00% 99.00% 

Gingivitis 100% 100% 100% 

The model’s perfect classification of gingivitis is particularly 
significant, as this condition affects a large portion of the 
population in the Philippines. Similarly, the high classification 
performance for calculus and cavities suggests that the model is 
highly effective for diagnosing these common dental conditions. 

The training and validation curves for accuracy and loss, as 
presented in Fig. 2 and 3, indicate a well-tuned model. The 
accuracy curve shows that the model achieved stable 
performance over time, with training and validation accuracies 
converging by the end of the training process. 

 
 

 

 

 

 

 

 

 

 

 

Fig. 2. Graph of Training/Validation Accuracy  

The loss curves in Fig. 3 exhibit a steady reduction in both 
training and validation loss, further suggesting that the model is 
learning effectively. The convergence of the curves towards the 
later epochs indicates that the model is not just memorizing the 
training data but generalizing well to unseen data. 

 
 

 

 

 

 

 

 

 

 

 

Fig. 3. Graph of Training/Validation Loss  
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The confusion matrix in Fig. 4 provides a visual 
representation of the classification results for each oral disease. 
Out of all test images, there was only one misclassified image 
for gingivitis, and two misclassified images each for cavities and 
calculus. This demonstrates that the DenseNet-121 model makes 
very few classification errors, further confirming its reliability 
in practical applications. 

Fig. 4. Confusion Matrix 

As listed in Table 5, the TensorFlow Lite-optimized 
DenseNet-121 model was deployed on several Android devices, 
demonstrating impressive classification times across varying 
specifications. The Infinix Zero 5G, for example, achieves a 
classification time of 277 ms for calculus, showcasing the 
potential for real-time disease detection on mobile phones. 

Table 5. Performance result of the optimized model on 
mobile phones 

Mobile Phone 
Specifications 

Oral 
Diseases 

Classified 

Accuracy  Classification 
Time 

Infinix Zero 5G 
Android Version 12 
11GB RAM 
Dimensity 900 
Processor 
128GB device 
storage 
48 mega-pixel rear 
camera 

Calculus 99.73% 277 ms 
Cavities 99.95% 320 ms 

Gingivitis 100% 285 ms 

Oppo A92 
Android Version 11 
13GB RAM 
Qualcomm 
Snapdragon 665 
Processor 
128GB device 
storage 
48 mega-pixel rear 
camera 

Calculus 99.73% 1.0 second 
Cavities 99.95% 1.0 second 

Gingivitis 100% 1.0 second 

Realme C30s 
Android Version 12 
5GB RAM 
Octa-core Processor 
64GB device 
storage 
8 mega-pixel rear 
camera 

Calculus 99.73% 2.0 seconds 
Cavities 99.95% 2.0 seconds 

Gingivitis 100% 2.0 seconds 

Fig. 5 illustrates the optimized deep learning model for oral 
disease detection, demonstrating its seamless integration into a 
mobile application. This highlights its practical applicability and 
effectiveness in real-world scenarios, offering a portable and 
efficient solution for early diagnosis and management of oral 
health conditions. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Teeth Disease Classification on Mobile Phone 
 

V. CONCLUSIONS 

Access to dental care in the Philippines remains limited due 
to the high and variable costs of checkups, highlighting the 
urgent need for cost-effective solutions to improve oral health. 
This study introduces 'MouthCare,' an AI-powered mobile 
application designed to classify common oral diseases—
cavities, calculus, and gingivitis using an optimized DenseNet-
121 model. By leveraging transfer learning, fine-tuning, and 
TensorFlow Lite, the model is adapted for efficient mobile 
performance, addressing overfitting and computational 
constraints. 

The optimized DenseNet-121 model not only achieves high 
accuracy but also balances performance efficiency, making it a 
strong candidate for deployment in settings that demand 
reliability and precision. Its successful implementation on 
Android devices demonstrates the potential for widespread use 
in mobile health applications, offering a practical, accessible 
tool for early detection and intervention in oral health. 

This integration of AI with mobile technology showcases the 
feasibility of real-time diagnostic solutions outside traditional 
clinical environments, significantly contributing to public health 
outcomes. Future research is recommended to include a larger, 
more diverse dataset to expand the model's diagnostic 
capabilities across a wider range of oral diseases. 
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