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Abstract—The classification of police reports and non-police 
reports is important when emergency police calls (e.g., 112 calls 
in South Korea) are received at a police station. Non-urgent calls 
should be promptly classified as non-police reports to reduce the 
burden on police operations. When conducting training for the 
classification of police and non-police reports, there is an issue 
of misclassification due to the differing lengths of training text 
data between police reports and non-police reports. This paper 
proposes data length normalization learning (DLNL), which 
normalizes data for training and learns the normalized data, to 
improve the classification of police reports and non-police 
reports. This paper also explains the performance of the 
improved classification with an F1-score of 0.99. The enhanced 
classification of police and non-police reports with the DLNL 
will help to reduce the burden on police operations and, in turn, 
enhance police response capabilities. 
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I. INTRODUCTION 
It is important to distinguish between urgent and non-

urgent tasks when a police emergency calls are received at a 
police station. By promptly assigning non-urgent tasks, which 
do not require police intervention, to other agencies, the 
burden on police response can be reduced and the congestion 
of emergency calls can decrease, thereby increasing the 
efficiency of police operations. According to statistics from 
the Korean National Police Agency, about 7.8 million out of 
approximately 19 million emergency police calls (e.g., 112 
calls in South Korea) were allocated to non-emergency tasks. 
This means that approximately 40% of all 112 calls were non-
urgent [1].  

Research on using deep learning to analyze police 
emergency calls has been ongoing [2-5]. Study [2] suggests an 
architecture of an emergency dispatch support system for 
police officers to respond swiftly and accurately to incidents 
by analyzing police emergency calls. Study [3] focused on 
analyzing emergency calls to identify characteristics for better 
dispatch efficiency. Study [4] introduced a crime response 
system that calculates danger levels based on emergency calls. 
Study [5] discussed a system implementation that provides 
context-aware information by analyzing emergency calls. 

However, there has been little research to distinguish between 
urgent and non-urgent tasks from emergency police calls. 

This paper proposes data length normalization learning 
(DLNL) to classify police reports (PRs), which indicate urgent 
tasks and require police intervention, and non-police reports 
(NPRs), which indicate non-urgent tasks and do not require 
police intervention. In South Korea, a significant number of 
non-police reports from 112 calls (i.e., police emergency calls 
in South Korea) are redirected to an 182 call center, which 
handles complaints related to the police [6], or to the call 
center of national human rights commission (NHRC), which 
provides consulting services related to human rights [7]. We 
developed a classification model that distinguishes between 
PRs and NPRs by learning from examples related to PRs as 
well as examples from the websites [6-7] of the 182 call center 
and NHRC. However, we found that the model misclassified 
112 calls depending on the text length of the 112 calls. The 
misclassification occurred because the examples used for 
training from PRs, the 182 call center, and the NHRC had 
different text lengths. DLNL normalizes text lengths for 
training data and thus reduces misclassification depending on 
text lengths of 112 calls. 

II. MISCLASSIFICATION PROBLEMS DEPEDING ON TEXT 
LENGTHS OF 112 CALLS WITHOUT DLNL 

Before demonstrating DLNL, this section explains 
misclassification problems depending on text lengths of 112 
calls. We gathered data to train and test for classifying police 
reports (PRs) and non-police reports (NPRs) from 112 calls. 
Data for PRs were received by our partner company that has 
experiences to use data of police emergency calls. The partner 
company generated the data for PRs based on the experiences 
to use data of police emergency calls. Data for NPRs were 
created by referring to call examples from the websites of the 
182 call center and NHRC, as indicated in [6] and [7].  

Table I shows examples of data for PR, 182, and NHRC. 
PR data include reports that require police intervention, such 
as assault, robbery, and murder. 182 data include reports that 
do not require police intervention, such as inquiries about 
traffic regulations. NHRC data include reports that involve 
requests for consultations on laws or regulations related to 
human rights. However, the NHRC data have longer texts than 
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PR data and 182 data because the examples of NHRC reports 
in [7] also include explanations of the background of the 
human rights violations. 

 
We created a classification model by training the PR, 182, 

and NHRC data with SNUNLP sentence-BERT (SBERT) 
embeddings [8] and a support vector machine (SVM) with a 
regularization margin of 0.5. The number of PR data, 182 data, 
and NHRC data for training is 2,800 each. The number of PR 
data, 182 data, and NHRC data for testing is 600 each. 

Figure 1 shows the distributions of data lengths by 
categories (i.e., PR, 182, and NHRC) and a confusion matrix 
indicating the performance to classifying testing data without 
the proposed DLNL. Figure 1(a) shows text length 
distributions of testing data by categories. Average text 
lengths of PR data, 182 data, and NHRC are respectively 
about 26, 37, and 196. Maximum text lengths of PR data, 182 
data, and NHRC are respectively about 102, 68, and 527. 
Minimum text lengths of PR data, 182 data, and NHRC are 
respectively about 6, 18, and 27. Figure 1(b) shows that the 
classification model misclassified only one PR datum as an 
182 datum. The F1-score of the classification model with the 
testing data was 0.9994.  

 

However, we found that data length affects 
misclassification. If  we input the long texts to the 
classification model without DLNL, the classification model 
classified the text as NHRC data. By inputting the PR and 182 
data with increased lengths by repeating 10 times, we verified 
that this issue exists.  

Figure 2 shows the distributions of data lengths by 
category and a confusion matrix for classifying extended 
testing data with increased lengths in PR and 182 data without 
DLNL. Figure 2(a) shows text length distributions of extended 
testing data by categories. Average text lengths of PR data, 
182 data, and NHRC are respectively about 260, 368, and 196. 
Maximum text lengths of PR data, 182 data, and NHRC are 
respectively about 1020, 680, and 527. Figure 2(b) shows that 
the classification model misclassified about one-sixth of PR 
data and one-fifth of 182 data as NHRC data. The F1-score of 
the classification model with the extended testing data was 
0.7261. This result indicates that the performance of the 
classification model can decrease by more than 20% in terms 
of F1 score as the data length increases.  

 

III. DATA LENGTH NORMALIZATION LEARNING TO IMPROVE 
THE PERFORMANCE OF CLASSIFYING PRS AND NPRS 
We propose data length normalization learning (DLNL) to 

improve the performance of classifying PRs and NPRs. DLNL 
is a training method that normalizes training data to the same 
text length. Figure 3 explains the process of DLNL. In the first 
step, DLNL extends the training data by repeating up to the 
maximum length for data extension (MLDE). The ML of 
DLNL can be determined by referring to the maximum length 
of the training data. In this paper, we set the MLDE to 600 
because the maximum data length of the NHRC data is 527, 
as shown in Fig. 1 (a). In the second step, the DLNL splits the 
extended data into basic segments of basic segment length 

TABLE I.  DATA EXAMPLES FOR PR, 182, AND NHRC.  

Categories Examples depending on the Categories 

PR data Someone is wielding a weapon and threatening the 
people around them. 

182 data 
for NPRs 

What is the safe speed to drive in the Hi-Pass 
section? 

NHRC data 
for NPRs 

In relation to the designation of a basic livelihood 
security recipient, I discovered that a public official 
had accessed my property and occupation records 
without my consent. …… I am still dissatisfied 
with the situation. 

 

 

 
(a) Text length distributions of testing data 

 

 
(b) Confusion matrix with testing data 

 
Fig. 1. Text length distribution and classification results 

by using test data without DLNL. 
 

 

 
(a) Text length distributions of extended testing data 

 

 
(b) Confusion matrix with extended testing data 

 
Fig. 2. Text length distribution and classification results 

by using extended test data without DLNL. 
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(BSL). In this paper, we set the BSL to 10 because the 
minimum text length of testing data is 6. In the third step, the 
DLNL trains the basic segments with categories of PR, 182, 
and NHRC. In this paper, the DLNL learns the segments by 
using with SNUNLP SBERT embeddings and a SVM with a 
regularization margin of 0.5. 

 
Figure 4 shows the confusion matrix using DLNL and 

testing data that have the text length distributions shown in Fig. 
1(a). Three PR data points are misclassified as 182 data, and 
six PR data points are misclassified as NHRC data. Compared 
to Fig. 1(b), the classification model with DLNL has lower 
performance than the classification model without DLNL, as 
shown in Fig. 1(b). However, the F1-score of the classification 
model using DLNL and testing data is 0.995, indicating that 
the classification model with DLNL also has good 
performance. 

 
Figure 5 shows the confusion matrix using DLNL and 

extended testing data that have the text length distributions 
shown in Fig. 2(a). Figure 5 shows that the classification 
model misclassified only one PR datum as an 182 datum. 
Compared to Fig. 2(b), the classification model with DLNL 
has much higher performance than the classification model 
without DLNL, as shown in Fig. 2(b). The F1-score of the 
classification model using DLNL and extended testing data is 
0.9994. As shown in Figures 4 and 5, it demonstrates that 
DLNL can prevent performance degradation due to the length 
of the input data. 

IV. CONCLUSION 
This study addressed the critical need to efficiently 

classify police emergency calls into PRs and NPRs using 
DLNL. We found and verified misclassification problems 
depending on text lengths. We proposed and implemented 
DLNL, which extends training data, splits the extended data 
into basic segments, and then trains the basic segments with 
SBERT and SVM. DLNL demonstrated an F1-score of over 
0.99 in classifying PR, 182, and NHRC data regardless of 
input sentence length. DLNL solves the misclassification 
problems depending on text lengths. Therefore, DLNL has the 
potential to enhance police operations by streamlining the 
handling of emergency calls, ultimately contributing to better 
resource allocation and reduced congestion in emergency call 
centers. 
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Fig. 3. Process of DLNL. 

 

 

 
Fig. 4. Confusion matrix using DLNL and testing data. 

 

 

 
Fig. 5. Confusion matrix using DLNL and extended testing data. 
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