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Abstract. The proliferation of drone technology in 
surveillance, media, and commercial applications has 
intensified the need for robust privacy protection measures, 
especially in regions with strict data protection laws like the 
Republic of Korea. This paper introduces a versatile video 
masking and unmasking system designed for real-time 
processing of drone footage, capable of detecting and masking 
sensitive objects such as faces and vehicles during flight or live 
video streams. Leveraging state-of-the-art object detection 
algorithms, including YOLOv8, the system automatically 
identifies these objects and applies various masking techniques 
to obscure them, ensuring compliance with privacy 
regulations. Additionally, the system includes secure 
unmasking functionality for authorized users, enabling 
controlled access to unaltered footage when necessary. The 
effectiveness and efficiency of the system are demonstrated 
through various real-world scenarios, highlighting its 
adaptability to different environments and its potential 
applications in public safety, media, and commercial 
surveillance. The paper also discusses future directions for 
enhancing the system's capabilities and expanding its use cases 
to further advance privacy-preserving solutions and optimize 
performance. 
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I. INTRODUCTION 
The increasing use of drones in sectors such as 

surveillance, media, and commercial applications has raised 
significant concerns regarding privacy, especially in 
jurisdictions with stringent data protection regulations like 
the Republic of Korea [1]. While drone technology offers 
substantial benefits in various fields, its potential to infringe 
on individual privacy necessitates the development of 
advanced privacy protection mechanisms [2].  

Traditional methods of de-identifying sensitive 
information often struggle to meet the real-time demands 
posed by live drone footage, where rapid detection and 
masking of personal data, such as faces and vehicles, are 
critical for compliance with privacy laws [3]. This paper 
addresses these challenges by introducing a sophisticated 
video masking and unmasking system tailored for real-time 
drone video processing. By automatically detecting and 
masking sensitive objects in live streams, this system aims 
to ensure legal compliance while balancing the need for 
operational efficiency and accuracy. The innovation of this 
work lies in its ability to provide robust privacy protection 
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while offering authorized users the capability to securely 
restore unaltered footage when required. 

In addition to the core functionalities, this paper extends 
the analysis of system performance through comparisons 
with other state-of-the-art object detection models and 
examines legal and ethical implications, extended 
applications, and potential optimizations for edge 
computing and security. 

II. SYSTEM ARCHITECTURE 
The proposed system consists of two main components: 

the masking system, which integrates object detection and 
masking processes, and the unmasking system, designed for 
efficient real-time operation.  

The masking system begins by analyzing the input video 
stream from a drone using advanced object detection 
algorithms like YOLOv8, which excels in identifying 
specific objects such as faces, vehicles, and other privacy-
sensitive elements. Once detected, a pixel-based mask is 
dynamically applied to the identified regions within each 
video frame, obscuring personal information to meet legal 
privacy requirements [4]. 

To enhance the system’s performance, the architecture 
incorporates a compressed mask map that highlights the 
regions requiring de-identification. Instead of transferring a 
full-resolution mask for each frame, the system employs 
Run-Length Encoding (RLE) to compress the mask map 
into a more compact descriptor [5]. This approach 
significantly reduces bandwidth and storage requirements 
while preserving the system's capability to process data 
swiftly and efficiently [6]. For authorized personnel, the 
unmasking system decodes the RLE-compressed mask map 
and reconstructs the original image by restoring the masked 
regions, enabling selective access to unaltered footage 
where legally permissible. 

As shown in Figure 1, our system architecture facilitates 
seamless interaction between multiple components. The 
drone captures video data and streams it via LTE/4G to the 
AI server using RTSP protocols. The AI server, equipped 
with object detection and masking models, processes the 
video streams to obscure sensitive information dynamically. 
The processed videos are then stored, either masked or 
unmasked, in a secure storage system. For standard users, a 
masked stream is delivered through a web-based real-time 
communication (RTC) interface, ensuring privacy 
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compliance. In contrast, authorized admins can access 
unmasked streams through the AI Drone Controller System, 
enabling them to review original footage when necessary. 
This architecture ensures that video data is managed 
efficiently and securely, with clear delineation between 
masked and unmasked access. 

 
Fig. 1. System Architecture Diagram 

Figure 1 visually encapsulates this end-to-end workflow, 
emphasizing the robust interplay between drone data 
capture, AI-driven processing, and secure video 
management, as well as the distinct pathways for user and 
admin access. 

 

 

Fig. 2. AI Drone Controller System 

To further illustrate the operational capabilities of the 
proposed system, Figure 2 shows the AI Drone Controller 
System's user interface. This interface highlights how the 
system manages real-time video streams by displaying 
detected objects, masked objects for privacy compliance, 
and unmasked objects for authorized viewing. The layout 
includes a sidebar with a list of saved videos, demonstrating 
the system's functionality for video management. This 
visualization underscores the system's core functions of 
object detection, masking, and unmasking, providing a 
practical view of how the architecture is implemented in a 
real-world application. 

III. METHODOLOGY 
The methodology involves three core processes: object 

detection, masking, and unmasking. 
• Object Detection: The system leverages YOLOv8 for 

high-speed, high-accuracy detection of privacy-
sensitive objects in live video streams, ensuring 
effective identification of privacy risks as they occur 
[7]. 

• Masking: Detected sensitive regions are masked 
using a binary mask map, where sensitive pixels are 
marked and compressed using RLE [8]. This process 
drastically reduces the size of the mask map without 
loss of critical information. The compressed mask 
map is transmitted alongside the encoded video 
stream, effectively obscuring sensitive areas. 

• Unmasking: For authorized users, the unmasking 
system decodes the RLE-compressed mask map to 
identify and restore masked pixels using the original 
video and a securely stored key image, ensuring only 
authorized access to unaltered footage. 

To demonstrate how the system operates in real-world 
scenarios, we present the following example: 

Imagine a drone monitoring an intersection where a 
traffic accident occurs (as depicted in Figure 3). The drone 
captures the entire scene, including a witness car at the 
intersection. To protect the privacy of the individuals inside 
the witness car, the drone’s system immediately detects and 
identifies the car, its occupants, and the license plate as 
privacy-sensitive elements. These identified areas are 
automatically masked in real-time to comply with privacy 
regulations. 

 

 
Fig. 3. Drone Surveillance Capturing a Traffic Accident and Privacy-Sen-
sitive Objects (Witness Car) 

Figure 3 illustrates the scenario of the drone capturing 
footage of the witness car at an accident scene. The drone 
identifies privacy-sensitive objects such as the faces of the 
occupants and the vehicle’s license plate. The system 
ensures that these elements are obscured during real-time 
recording, thus maintaining the privacy of bystanders while 
still allowing comprehensive coverage of the event. 

 

 
Fig. 4. Step-by-Step Process of Detecting and Masking Privacy-Sensitive 
Information in Video Frames 

Figure 4 provides a detailed step-by-step process 
showing how the system detects and masks sensitive data in 
the captured video frames:  

a) The initial input frame shows the detected sensitive 
areas, including the two faces of the car occupants 
and the license plate, highlighted by bounding 
boxes. 
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b) The system generates a binary mask map for the 
frame, where sensitive areas are identified by 
pixels marked as 1, and all non-sensitive areas are 
marked as 0. This mask map is presented as a grid, 
which delineates the sections of the frame that 
require obscuring to ensure privacy protection [9]. 

c) The mask map is compressed using Run-Length 
Encoding (RLE), which reduces the amount of data 
needed to represent the masked regions. This 
compression step is critical for maintaining system 
performance, especially in real-time video 
processing environments. 

d) The final output frame is produced, in which the 
sensitive areas (the faces and the license plate) are 
successfully masked. This output ensures that 
privacy is preserved without compromising the 
visual clarity of non-sensitive parts of the footage. 

IV. SYSTEM PERFORMANCE ANALYSIS 

A. Running Environment and Dataset 
The system was implemented and tested in a high-

performance computing environment equipped with an 
Intel(R) Xeon(R) Gold 6248R CPU running at 3.00 GHz, an 
Nvidia A5000 GPU, and 128GB of RAM, selected to handle 
real-time processing demands. The evaluation used a 
diverse real-world dataset comprising drone footage from 
urban and rural settings, featuring various objects such as 
faces, vehicles, and other privacy-sensitive elements. The 
dataset was compiled from multiple sources, including 
publicly available datasets such as COCO and Roboflow, 
along with our own collected drone footage, resulting in a 
total of nearly 10,000 images to ensure comprehensive 
coverage of different environments. We utilized our own 
CVAT server (Computer Vision Annotation Tool) to 
manually annotate the collected footage, creating bounding 
boxes and labels in YOLO format, which were used for 
training and testing purposes. The dataset was split into 80% 
for training and 20% for testing, allowing robust evaluation 
and comparative analysis between YOLOv7 and YOLOv8. 

B. Comparative Performance Analysis 
1) Object Detection Models: YOLOv7 vs. YOLOv8 

Performance was assessed using mean Average Precision 
(mAP) metrics at different Intersection over Union (IoU) 
thresholds. YOLOv8 generally outperformed YOLOv7, 
especially in person detection, with mAP50 scores of 0.719 
compared to 0.620 for YOLOv7. However, YOLOv8 
showed slightly reduced performance in vehicle detection.  

TABLE I.   OBJECT DETECTION MODEL PERFORMANCE  

 
2) Latency and Resource Consumption 

In a real-time environment, reducing latency is crucial 
[10]. The introduction of RLE-based compression 
significantly reduces the bandwidth required to transmit the 
mask data alongside the video stream. By compressing 

consecutive sequences of identical pixel values in the mask 
map, RLE achieves high compression ratios with minimal 
computational overhead, enabling the system to maintain 
low-latency processing even at higher resolutions and frame 
rates. 

Testing in a high-performance computing environment 
equipped with an Nvidia A5000 GPU and an Intel Xeon 
CPU demonstrated the system’s ability to maintain real-time 
processing across various operational scenarios. YOLOv8 
maintained an average latency of 50 milliseconds per frame 
at 1080p resolution, which is acceptable for real-time 
processing. GPU resources were efficiently utilized, 
averaging 60% usage during peak processing, while 
offloading most computational load from the CPU to ensure 
consistent performance. 
TABLE II.  SYSTEM PERFORMANCE WITH AND WITHOUT RLE-BASED 

COMPRESSION 

Metric With RLE Without RLE 
Latency 50 ms Higher 
Bandwidth 
Consumption Significantly reduced Higher 

Computational 
Overhead Minimal Higher 

GPU Utilization 60% Higher (due to increased 
computational load) 

CPU Offloading Significant Lower 
Overall 
Performance 

Real-time processing 
maintained 

Potential degradation in 
real-time performance 

 
3) Edge Cases and Failure Analysis 

Edge cases such as poor lighting, high object density, 
occlusions, and overlapping objects were identified as 
challenges. The system’s performance degraded under low-
light conditions, with detection accuracy dropping by 
approximately 15% for faces and 10% for vehicles. Current 
efforts are focused on integrating pre-processing techniques 
and enhancing detection models to better handle these 
conditions, including multi-frame analysis to improve 
consistency. 

TABLE III.  EDGE CASES AND PERFORMANCE IMPACT IN OBJECT 
DETECTION 

Edge 
Case Challenge 

Impact on 
Performanc

e 

Potential 
Improvements 

Poor 
Lighting 

Reduced 
visibility, 
especially at 
night or in 
shadows 

Detection 
accuracy 
drops by 15% 
for faces and 
10% for 
vehicles 

Integration of pre-
processing techniques 
(e.g., noise reduction, 
histogram equalization), 
use of IR cameras, or 
multi-frame analysis 

High 
Object 
Density 

Overcrowded 
scenes with 
multiple 
overlapping 
objects 

Increased 
false positives 
and missed 
detections 

Enhanced object detection 
algorithms (e.g., multi-
scale detection) and post-
processing refinement 

Occlusio
ns 

Partial 
obstructions 
of objects 
(e.g., faces 
behind 
objects) 

Reduced 
detection 
accuracy due 
to hidden 
features 

Multi-frame analysis, 
leveraging temporal 
consistency, and object 
tracking 

Overlapp
ing 
Objects 

Multiple 
objects of the 
same type 
appearing 
close to each 
other 

Ambiguous 
detections 
leading to 
inaccurate 
bounding 
boxes 

Refinement of bounding 
box merging techniques 
and using depth 
estimation for separation 

Objects 
YOLOv7 YOLOv8 

mAP50 mAP50-95 mAP50 mAP50-95 
Total 0.766 0.599 0.796 0.617 

 Person 0.620 0.466 0.719 0.533 

 Car 0.912 0.733 0.873 0.700 
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Low 
Contrast 
Scenes 

Scenes where 
objects blend 
with the 
background 

Difficulty in 
distinguishing 
objects from 
the 
environment 

Applying contrast 
enhancement and edge 
detection techniques to 
improve object visibility 

 
4) Comparison with Other Privacy-Preserving 

Techniques 
The system was benchmarked against other privacy-

preserving methods, including blurring and pixelation [11], 
which often leave identifiable features visible. Our system 
demonstrated superior accuracy and processing speed, 
making it more suitable for real-time compliance needs. 

C. Scalability and Edge Computing Potential 
The system’s architecture supports edge computing, 

allowing deployment on lower-power devices like the 
Nvidia Jetson series, suitable for real-world drone 
applications requiring edge processing. Integration with 
5G/6G technologies is also being explored to further reduce 
latency and enhance real-time capabilities, making the 
system adaptable across different operational contexts. 

D. Future Optimization Plans 
Future work includes optimizing neural networks for 

lower latency and resource consumption through pruning 
and quantization, enhancing adaptability across various 
hardware configurations to ensure effective privacy-
preserving video processing. 

V. LEGAL AND ETHICAL DISCUSSION  
The system aligns with privacy laws across jurisdictions, 

including GDPR [12], CCPA [13], and local regulations in 
Korea [14, 15], by ensuring real-time masking of sensitive 
data and restricting access to unaltered footage. Ethical 
considerations include the risks of misuse and masking 
errors. To mitigate these, the system incorporates strict 
access controls, transparency measures, and error-checking 
protocols. 

VI. EXTENDED APPLICATIONS AND USE CASES 
Beyond surveillance, the system has applications in smart 

cities [16], autonomous vehicles [17], healthcare [18], and 
digital finance [19]. It enables privacy-preserving image and 
video processing that enhances safety and compliance 
without compromising individual privacy. Additionally, its 
post-processing capabilities in media production offer 
opportunities for selective obfuscation in public broadcasts. 

 

 
Fig. 5. Use Case Example: Drone surveillance of a car accident  

Figure 5 illustrates a practical use case of the proposed 
system in drone surveillance during a car accident scenario. 
The figure demonstrates the sequence of operations: 

a) Drone Surveillance: The initial raw footage 
captured by the drone. 

b) Object Detection: The system automatically 
detects privacy-sensitive objects such as vehicles 
and individuals involved in accidents. 

c) Masking Approach: Identified objects are masked 
to protect privacy, ensuring compliance with data 
protection regulations while maintaining the 
operational utility of the surveillance footage. 

This example highlights the effectiveness of the system in 
real-world applications, where privacy-sensitive 
information is dynamically identified and appropriately 
masked in real-time drone video streams. 

VII. SYSTEM OPTIMIZATION AND SCALABILITY 
Future optimizations aim to deploy on low-power, edge-

based devices, leveraging 5G/6G technologies to enhance 
transmission speeds and reduce latency, making real-time 
privacy protection feasible even on constrained hardware. 
Research into adaptive models will enable the system to 
dynamically adjust to environmental conditions, regulatory 
requirements, or user preferences. 

VIII. SECURITY AND INTEGRITY MEASURES 
To secure unmasked footage, the system employs 

advanced encryption and secure access protocols, ensuring 
only authorized users can access or restore original content. 
Tamper detection mechanisms verify video integrity, 
maintaining authenticity and reliability for legal and 
operational purposes [20]. 

IX. FUTURE DIRECTIONS 
Further developments will explore AI-driven masking 

criteria based on real-time risk assessments and advanced 
anonymization techniques, such as recognizing individuals 
by clothing or gait [21]. Enhancements in environmental 
context awareness will improve the system’s adaptability to 
factors like weather and time of day. 

X. INTERDISCIPLINARY INTEGRATION 
Human-Computer Interaction (HCI) research is guiding 

the refinement of the system’s interface, ensuring usability 
for non-expert drone operators. Additionally, considerations 
of broader social implications, including public perception 
and policy influence, are integral as privacy-preserving 
technologies evolve alongside societal views. 
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