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Abstract—A popular and lucrative area of research has al-
ways been stock prediction. Stock prediction using traditional
deep learning has been proven to provide better accuracy and
returns. However, as artificial intelligence developed, the idea
of reinforcement learning (RL) emerged. The rise of RL in
the financial markets is fueled by a number of benefits that
are specific to this area of artificial intelligence (AI). RL, in
particular, enables the combination of the ”prediction” and
”portfolio construction” activities into a single integrated step,
allowing machine learning challenges to be precisely customized
to investors’ objectives. Conveniently, significant limitations like
transaction costs, market liquidity, and investor risk aversion can
be considered simultaneously. Despite the fact that supervised
learning techniques continue to receive the majority of attention,
the RL research community has achieved great strides in the
financial field during the previous several years. This paper
introduces the overall concepts and applications of RL and stock
prediction. Additionally, current technology trends are presented
based on several application domains. In summary, this paper
explores RL-based research trends in the field of stock prediction
and makes suggestions for future research avenues.

I. INTRODUCTION

Stock market prediction has been an important research
topic among researchers and investors for a long time. Initially,
traditional deep learning techniques have proven to be highly
accurate and profitable in stock prediction, but with the recent
development of artificial intelligence, RL is opening up new
possibilities in the financial field [1]. RL has the ability
to effectively respond to market uncertainty and complexity,
showing its strengths in establishing more sophisticated and
flexible investment strategies in a changing environment [2].
In particular, RL can comprehensively consider various factors
such as transaction costs, market liquidity, and investors’
risk preferences, making it possible to construct customized
strategies that reflect investment goals and constraints [3]. The
use of RL in financial markets has grown rapidly in recent
years, making RL-based stock prediction a powerful tool
that can complement or replace existing traditional prediction
methods [4]. This paper presents a general overview of how
these RL-based algorithms are applied to stock prediction and
analyzes their advantages and limitations through examples of
RL use in the stock market. Lastly, an overview of RL-based
algorithms and their use in the field of stock prediction is
suggested in this paper.

The remainder of the paper is structured as follows. Sec. II
presents the fundamental features of portfolio theory and RL.
Sec. III examines how RL-based stock forecasting research
is progressing. Lastly, Sec. IV wraps up the work and offers
suggestions for further investigation.

II. PRELIMINARIES

A. Portfolio Theory
Portfolio theory is a financial strategy that combines assets

with various risk characteristics into a diversified portfolio
to minimize risk or maximize profit [5]. This theory is
primarily based on the work of Harry Markowitz, and its
core concepts include diversification, efficient frontier, risk-
return tradeoff, efficient portfolio, market portfolio, and the
capital asset pricing model (CAPM) [6]. Diversification is an
approach to reducing the risk of individual assets by investing
in multiple assets when constructing a portfolio. It can reduce
the volatility of your overall portfolio as your assets react to
different economic factors [7]. The effective frontier visualizes
the return and risk of a portfolio based on a combination of
assets and includes portfolios that seek the maximum return
at a given level of risk or the minimum risk at a given level
of return. The risk-return tradeoff is the concept that you
must give up a certain level of return to reduce the risk in
your portfolio. The efficient portfolio lies along the effective
frontier, providing either a higher return for the same level
of risk or a lower risk for the same level of return than
other portfolios. The market portfolio represents the entire
asset market and includes all assets in proportion to the
market [8]. CAPM is based on portfolio theory and describes
the relationship between the expected return of an asset and
its risk, assuming that the return of an asset is determined by
the risk-free rate and the excess return of the market portfolio.
Typically, the CAPM is stated as,

ERi = Rf + βi(ERm −Rf ), (1)

where ERi is the expected return on investment, Rf is the
risk-free rate, βi is a measure of the sensitivity of an asset
to the movements of the overall market, and ERm is the
market return, respectively [9]. These principles provide the
foundation of modern financial theory and provide practical
help to investors in constructing the optimal portfolio to suit
their investment goals [10].
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Fig. 1. The overall structure of RL.

B. Reinforcement Learning

RL, a branch of machine learning, focuses on how an agent
interacts with its environment to maximize its performance
for a given task [11]. The RL method is expressed in terms of
a Markov decision process (MDP), which is a mathematical
framework introduced by {S,A,P,R, γ} for solving prob-
lems requiring sequential decision-making [12]. Here, S , A,
P , R, and γ represent the state set, action set, transition prob-
ability matrix, reward function, and discount factor, respec-
tively [13]. Assuming T is the total time step, each agent aims
to maximize its total expected return Gt =

∑T
k=0 γ

kRk. The
probability of acting in a given state s, denoted as π, can be
written as follows: π(a|s) = P [St = s|At = a]. By applying
the Bellman equation, the optimal policy π∗ may be found
as follows: Q∗(s, a) = R + γ

∑
s′∈S Pa

ss′max
a′

∗ [Q∗(s′, a′)],
where Q(s, a) is the state-action value function [14]. The
optimal policy π∗ can be directly found by using the for-
mula π∗ = argmax

a
Q∗(s, a) once Q∗(s, a) has been acquired

through interactions. Fig. 1 presents the general architecture
of RL [15].

III. REINFORCEMENT LEARNING-BASED STOCK
PREDICTION

As the use of AI technology has increased rapidly in the
financial market in recent years, various algorithms and models
are being introduced in the field of stock prediction [16].
Previously, machine learning was introduced to predict stocks.
However, this method had limitations such as overfitting the
data and not being able to sufficiently reflect the complex
nonlinearity of the market. To overcome these limitations,
stock prediction methods using RL have recently been at-
tracting attention. RL allows agents to learn optimal policies
through interaction with the environment and has the potential
to effectively model the complex characteristics of the stock
market. These characteristics of RL are considered a promising
forecasting tool in volatile and complex stock markets, and
research on this is actively underway.

[17] proposes the cascaded long short-term memory
(CLSTM-PPO) model to address performance limitations in

Fig. 2. EarnMore’s portfolio management overview for CSPs.

deep reinforcement learning (DRL)-based stock trading strate-
gies due to low signal-to-noise ratio and imbalance in financial
data. The proposed model adopts a cascade structure using
a two-stage deep long short-term memory (LSTM) network
to capture hidden information in daily stock data. This study
conducts experiments on four major stock indices: the Dow
Jones Industrial Average (DJI) of the United States, the
Shanghai Stock Exchange 50 (SSE50) of China, the S&P BSE
Sensex Index (SENSEX) of India, and the FTSE100 Index of
the United Kingdom.

In [18], a new model for stock price prediction in the oil and
gas sector is proposed and verified. This study proposes the
DLQL (Deep Long Short-Term Memory Q-Learning) model
and the DLAQL (Deep Long Short-Term Memory Attention
Q-Learning) model, with the goal of improving the accuracy
of stock price predictions by comparing them with the LSTM
model. Additionally, the proposed model is created and veri-
fied using historical stock price data of Cenovus Energy Inc.
(CVE), MPLX LP (MPLX), Cheniere Energy Inc. (LNG), and
Suncor Energy Inc. (SU).

For managing customized stock pools (CSPs), [19] proposes
EarnMore, an RL system that uses maskable stock represen-
tation to manage portfolio management (PM) with CSPs via
one-shot training in a global stock pool (GSP). This model can
solve the problem of traditional RL methods, which require
retraining RL agents even when the stock pool is slightly
changed, resulting in high computational cost and performance
instability. Comparing EarnMore to 14 cutting-edge baseline
models, the study discovered that it provides more than 40%
revenue improvement for 6 popular financial KPIs. Fig. 2
shows a schematic diagram of EarnMore’s portfolio manage-
ment in CSPs.

Research has also been conducted to develop a model
that integrates graph functions with RL. In [20], the Graph-
SAGE and DRL coupled model (GRL), which integrates a
GraphSAGE-based feature extractor into the existing Proximal
Policy Optimization (PPO) model, is proposed to effectively
process non-Euclidean relationships in complex financial data.
GraphSAGE-based feature extractors capture complex non-
Euclidean relationships between market indices, industry in-
dices, and stocks. Through experiments, it can be seen that the
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Fig. 3. Overall structure of an approach that integrates a RL model and a
combinatorial optimization model.

GRL model shows better performance than the existing PPO
model in five indicators: Return on Investment (ROI), Sharpe
Ratio, Sortino Ratio, Maximum Drawdown, and Calmar Ratio.

Furthermore, [21] investigates a method that combines
combinatorial optimization and RL to enhance financial asset
trading. This approach compensates for the lack of objectivity
in determining the optimal reward, as RL relies on a subjective
reward function. In the combinatorial optimization model, the
maximum profit achievable during a given trading period is
determined, and based on this information, the RL model
adjusts the reward function and learns. An experiment is
conducted using stocks of Petrobras, a Brazilian oil company,
and the profit maximized through a combinatorial optimiza-
tion model demonstrates the effectiveness of the proposed
approach. Fig. 3 shows the overall structure of the approach
that combines an RL model and a combinatorial optimization
model.

IV. CONCLUSION

The fundamental ideas of portfolio theory, RL, and RL-
based stock prediction research are presented in this paper.
Recently, RL algorithms have been applied to various fields,
and research is especially active in the field of stock predic-
tion, where real-time is important. Every scenario requires a
different algorithm to be used, as there are evident variations
in accuracy and learning speed based on the RL method. RL
also has the ability to model complicated environments and
create predictions that consider several elements. This means
that when applied to the field of stock prediction, RL may learn
more effectively by reflecting more variables and interactions.
However, RL-based stock prediction has the problem that
calculation costs can be high depending on the situation,
and learning time can be long. Therefore, research should be
focused on improving the learning speed to solve this problem
through efficient algorithm design, use of parallel processing
technology, etc. Through a work that applies RL to the field of
stock prediction, we introduce recent research outcomes in this
paper. An overview of portfolio theory, RL, and its applications

to stock prediction is given in this document. In closing, this
work presents issues that require further improvement in RL
and makes future research direction.
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