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Abstract—In the field of NLP, Large Language Models (LLMs)
have recently achieved significant advancements, leading to the
development of various benchmarks for their evaluation. Along-
side NLP, Vision Language Models (VLMs) have also VLM have
also significantly progressed, similar to LLMs. However, bench-
marks for VLMs are still relatively underdeveloped compared
to those for NLP, and their construction is often costly. In this
work, we propose an automatically generated benchmark for
evaluating VLMs based on LLMs and conduct a visual question
answering task to assess this benchmark. The benchmark in-
cludes multiple-choice questions that not only distinguish between
animate and inanimate objects but also generate these distinctions
automatically, along with entity and object information within
images. We evaluate the performance of open VLM using the
generated multiple-choice questions, demonstrating the model’s
capabilities and the significance of the automatically generated
benchmark. Finally, we discuss the necessity and future directions
for benchmark research in this area.

Index Terms—Natural Language Processing, Prompt genera-
tion, Visual Question Answering benchmark, Multimodal syn-
thetic data, Entity reasoning

I. INTRODUCTION

Large language models (LLMs) are increasingly trained on
vast amounts of high-quality raw text and instructions, leading
to the generation of superior text outputs. According to the
scaling law [1], as the number of parameters in these models
increases to a large scale, the lower the test loss converges,
and thus the quality of the generated text may improve.
Consequently, the problem-solving capabilities of LLMs have
also seen significant enhancement, prompting the development
of various benchmarks to assess these capabilities. Problem-
solving with LLMs extends beyond merely understanding
context and predicting the next token [2]; it also encompasses
reasoning tasks such as causal inference [3]-[5], domain-
and language-specific knowledge [6]-[10], mathematics [5],
dialogue [11], task decomposition [12], and planning [13].
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Among these, [10] introduces auto annotation, which allows
for periodic updates to the benchmark, thereby reducing the
cost on human resources.

These benchmarks are crucial for evaluating and comparing
the problem-solving abilities of various open LLMs. Tradi-
tionally, LLM evaluation has predominantly relied on text-
based datasets. However, human problem-solving does not
solely depend on textual information; it involves synthesiz-
ing various modalities such as visual and auditory data to
draw conclusions. Consequently, there has been a growing
interest in evaluating vision-language models (VLMs) trained
on multimodal data [14]. Multimodal benchmarks focus on
assessing an LLM’s ability to process and solve problems
using information that spans multiple modalities, with tasks
commonly involving Visual Question Answering (VQA) [15]-
[17], image captioning [18]-[21], and generating localized
narratives [22], [23]. These benchmarks present more complex
challenges compared to text-based benchmarks, as they allow
for evaluating how LLMs comprehend visual information and
integrate it with text to solve problems.

In this study, we generate VQA multiple choice questions
based on a given image as part of a multimodal benchmark.
The VQA multiple choice question format requires the model
to understand the given image and question, and select the
most appropriate answer from a set of choices. Unlike open-
ended text generation, this format clearly defines the problem
and assesses whether the model can accurately distinguish
the correct answer within a specific context. A critical aspect
of performing VQA is distinguishing between animate and
inanimate objects in the image, as this plays a vital role in
the model’s problem-solving ability. For example, questions
might involve identifying which objects in the image can
move or understanding the relationships between objects.
When animate and inanimate information is utilized in VQA
multiple choice questions, it aids the model in achieving a
deeper understanding and more accurate inference of the visual
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information presented by the given question [24], [25].

We construct an automated benchmark through prompting,
which involves two key steps: 1) generating animate and
inanimate keywords from the given image, and 2) using this
information contextually to generate VQA multiple choice
questions. Finally, to verify the validity of our hypothesis, we
conduct a comparative experiment by creating two types of
prompts for solving VQA multiple-choice questions: one that
uses animate and inanimate information as context to select the
correct answer, and another that relies solely on the question
without additional context.

II. METHOD

We build a benchmark by prompting the LLM to gener-
ate VQA multiple choice questions and animate and inan-
imate keywords. The benchmark is entirely composed of
Al-generated outputs, and we design prompts to ensure the
creation of high-quality results.

A. Problem Description

The method of generating VQA multiple choice ques-
tion and animate and inanimate keywords from an
LLM uses a simple prompt p(i) = "Input image
i,generate animate and inanimate keywords
and multiple choice question.” consisting of the
input image I and a generation request token. For the genera-
tion of the keywords and the multiple choice question, we use
LLMs, denoted by M, such as ChatGPT [26], by prompting
without additional training. The method can be formulated as
follows:

g = M(p(i)) (1)

In the above equation, p(.) is the prompting function, i is
the input image, M is the LLM, and the output result is g.

The evaluation is conducted by extracting multiple-choice
questions from the output ¢. The model is executed according
to the following equation, where the input consists of an
image ¢ and a multiple-choice question ¢, and the answer a
corresponding to ¢ is generated as the output.

a = M(puga(d))

d = concat(i, q) @

B. Prompt Template

We design two types of prompts: 1) The base prompt is
constructed to generate VQA multiple choice questions and
animate and inanimate keywords (Figure 1) and 2) contrastive
prompt is a prompt utilizing the counterfactual summary
(Figure 3).

We design three types of prompts: 1) we generate key-
words that distinguish between animate and inanimate objects
in the given image, and then create VQA multiple-choice
questions based on the generated context (1). 2) we input
the previously generated VQA validation data along with the
corresponding paired images to generate results appropriate

for the prompt(2, 3). Here, {QUESTION} and {CHOICE[n]}
represent the questions and multiple-choice options in the
generated benchmark.

To create an evaluation set, we need to generate the
following three types of questions and answers: {Animate,
Inanimate, Multiple Choice Question}

[order]:

1. Generate three requirements for the given image.

2. Evaluate whether the generated questions align with the
given image.

3. Evaluate whether the generated answers are correct
based on the questions.

4. Evaluate whether the generated answers align with the
given image.

5. Provide the question that is most similar to the Topic.
6. Write all text in English

[Format]:

[Animate]

List all animate entities such as [w1,ws,.
just say None’.

., wy]. If not,

[Inanimate]
List all inanimate objects such as [wy,ws, ..
just say 'None’.

., Wy ]. If not,

[Multiple Choice Question]
(Q) Write a question.

A) Write an option.

B) Write an option.

C) Write an option.

D) Write an option.

(A) Write the correct answer.

Fig. 1. Prompt template design for generating VQA and animate and
inanimate keywords.

Generate appropriate answers by looking at the given
image and questions. There are one question types:
(Multiple Choice)

[Multiple Choice]

Look at the question and answer candidates below.

Write the correct answer down after (A) with alphabet
number.

(Q) {QUESTION}

{CHOICE[0]}

{CHOICE[1]}

{CHOICE|2]}

{CHOICE[3]}

(A)

Fig. 2. Prompt template base design for selecting VQA answers.
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Generate appropriate answers by looking at the given
image and questions. There are three question types:
(Animate, Inanimate, Multiple Choice)

[Animate]
List all animate entities such as [wy,wa, ..., wy]. If not,
just say ’None’.

[Inanimate]
List all inanimate objects such as [wy, wa, ...
just say ’None’.

, wy]. If not,

[Multiple Choice]

Look at the question and answer candidates below.
Choose the correct answer considering the generated
animate and inanimate information.

Write the correct answer down after (A) with alphabet
number.

(Q) {QUESTION}

{CHOICE[0]}

{CHOICE[1]}

{CHOICE|2]}

{CHOICE[3]}

(A)

Fig. 3. Prompt template design for selecting VQA answers involves gener-
ating animate and inanimate keywords.

TABLE I
DATA STATISTICS, MCQ IS MULTIPLE CHOICE QUESTION

Language
English
Korean

Num. of Image

2186

Num. of MCQ
2186
2100

III. EXPERIMENTS

A. Datasets

We present the data statistics in Table I for images sampled
from the MS COCO [18] validation set, ensuring there is
no overlap. The generated VQA dataset is constructed as
bilingual, including both Korean and English.

We utilize Figure 1 to first prompt and generate VQA
multiple-choice questions and animate/inanimate evaluation
sets for each language. Based on the generated data, we follow
the process outlined in Figure 3 to generate and evaluate
the animate/inanimate multiple-choice results for the given
evaluation images. We only evaluate the VQA multiple choice
question and compute accuracy metrics separately for each the
generated VQA dataset.

B. Setups

a) Implementation details: For the experiments, we use
GPT-40 (gpt-40-mini) [26] with a temperature of 0.0 when
calling the GPT-40 APL.

TABLE II
MULTIPLE CHOICE RESULTS FOR THE VQA BENCHMARK GENERATED BY

GPT-40
Language | w/ animate (acc) | w/o animate (acc)
English 96.47 94.64
Korean 88.47 87.09

C. Main Results

The animate and inanimate distinctions, as well as the
VQA multiple-choice questions, are automatically generated
by GPT-40 using specific prompts. In this paper, we eval-
uate the performance of the VQA multiple-choice questions
based on the automatically generated data using GPT-4o-
mini. The initial experimental results are presented in Table
II. We analyze the experiment by comparing a method (w/
animate) that solves the VQA by prompting with a con-
jugation of animate and inanimate information and a method
(w/o animate) that only processes the VQA.

The experimental results demonstrate significant perfor-
mance overall, despite being based on benchmarks generated
by LLM. In particular, a clear distinction is observed when
using the animate information proposed in this study compared
to when it is not used. This distinction is likely due to the
method’s ability to identify objects in the image and compare
the semantic meaning of the VQA questions and candidates to
find the correct answer. This feature is especially prominent
in the Korean experiment, where the prompts are written in
English, but the questions and candidates use Korean data.

In the case of the w/o animate prompt, the performance
is relatively low at 87.09. However, when using both animate
and inanimate information, the system appears to leverage
semantic information sufficiently at the natural language level,
enabling it to compare the relationships between the question,
candidates, and image objects to find the correct answer.
Therefore, it can be concluded that the use of animate and
inanimate information in VQA, as hypothesized in this paper,
is meaningful.

D. Qualitative Analysis

a) Benchmark Sample: In this paper, the benchmark we
generated uses GPT-40 and GPT-40-mini to automatically
create and evaluate questions through auto annotation. Al-
though the automatically generated benchmark is somewhat
less reliable compared to human-annotated data, advancements
in LLM performance have demonstrated that auto annotation
can produce high-quality benchmarks, as evidenced by studies
such as [10]. Figure4 shows a VQA question generated using
the prompts we employed. The generated animate, inani-
mate, and VQA multiple-choice questions demonstrate that
the necessary information is accurately extracted from the
images without hallucination, and that the VQA questions are
well-constructed. Based on the previous experimental results,
we confirm that it is possible to generate VQA questions
using GPT-40-mini and to provide appropriate answers to the
automatically generated questions.
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[Image]

[Animate]
[woman]

[Inanimate]
[phone, bag, wall, sweater]

[Multiple Choice Question]

(Q) What is the woman holding?
A) A book

B) A phone

C) A camera

D) A drink

(A) B) A phone

Fig. 4. Generated Benchmark Data Sample.

b) Analysis with animate/inanimate information: More-
over, we hypothesize that using object information, such as
animate and inanimate attributes, is beneficial for reasoning
about the meaning and relationships between image objects
and textual entities in VQA tasks. In the case of Figure 5
performed in Figure 3, Player 1, Player 2, Player 3 are
generated as animate entities, and Baseball bat is generated
as an inanimate entity. The question in the VQA includes the
animate entity players, and one of the candidates includes the
inanimate entity Baseball bat. The language model generates
animate and inanimate entities based on the prompt, under-
stands this information as context, and then performs the VQA
task. The output for the VQA question is B) Baseball bat,
which is the correct answer. On the other hand, when Figure 2
is executed, a different answer is generated. The animate
and inanimate information generated in this process aids in
solving the VQA task, thereby supporting our hypothesis.
This suggests that accurately understanding the relationships
between image objects and text plays a crucial role in deriving
the correct answer.

IV. CONCLUSION

In this paper, we propose a novel approach to automatically
generating multimodal benchmark with LLM prompting. The

[Animate]
[Player 1, Player 2, Player 3]

[Inanimate]
[Baseball Bat]

[Multiple Choice Question]

(Q) What is the primary object being held by one of the
players?

A) Football

B) Baseball Bat

C) Tennis Racket

D) Golf Club

(A) B) Baseball Bat

Fig. 5. The Results Depending on The Use of Animate and Inanimate
Information.

proposed data is VQA multiple choice questions and ani-
mate/inainmate keywords for the input image. We conducted
VQA multiple-choice experiments using the generated data,
and the results showed significant performance, with accuracy
ranging from approximately 87% to 88% for Korean and 94%
to 96% for English. Additionally, we validated our hypothesis
through experiments, demonstrating that generating animate
and inanimate entities from the image and incorporating them
into the prompt can aid the language model’s reasoning when
solving VQA multiple-choice problems.

For future work, we plan to conduct human annotation to
verify the quality of the generated questions. Additionally, we
aim to develop methods to filter high-quality questions and
enhance the diversity of the generated questions.
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